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DISCRIMINATION



WHY DO WE CARE?



OBLIGATORY TROUBLESOME AI HEADLINES
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WHY DO WE CARE ABOUT AI ETHICS?
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• It’s the right thing to do.

- AI is affecting more and more of our lives.

- Life is full of ethical issues.

- ∴ AI is confronting ethical issues.

• Appeal to self-interest for AI practitioners:

- Producing more AI means overcoming practical/technical problems.

- But also overcoming social/PR problems.

- Ethical concerns about AI are widespread even if you don’t share them.

- If you want more AI in the world, you’ll need to assuage those fears in others.

- This is true even if your domain doesn’t have obvious ethical implications.

Booz Allen Hamilton
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ASSESSING FAIRNESS



MEASURES OF FAIRNESS
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GOAL: ACCURATE DECISIONS THAT ARE
INVARIANT TO PROTECTED ATTRIBUTES

• e.g., Predict credit-worthiness, recidivism, job performance, etc. but do not 
consider race, gender, nationality, etc. in our decision.

• “Fairness through unawareness” is insufficient
- Even if the protected attribute is completely removed from the dataset, other 

features may be highly correlated with it and function as proxies.

• There are many ways to measure whether you’ve succeeded

ID Age Name Fav. Musician Fav. Food Vehicle

1 REMOVED Ethel Frank Sinatra Tuna Casserole Buick LaCrosse

2 REMOVED Hermione deadmau5 Quinoa None (Uber)
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MEASURES OF FAIRNESS
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(WARNING: THIS IS A MINEFIELD)

• Discrimination
- A.k.a. “group fairness” or “statistical parity”
- Difference between average predicted scores for

each protected attribute-value.
(Average output for Star-Bellied Sneetches and
average output for Smooth-Bellied Sneeches
should be the same.)

• Problems include:
- Allows discrimination within sub-populations
- Can’t account for different base rates across groups
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MEASURES OF FAIRNESS
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• Consistency
- A.k.a. “individual fairness”
- Similar samples should receive similar outputs.

(A Star-Bellied Sneetch with PhD, five years of experience & 93% score on 
qualifying test should get the same output as a Smooth-Bellied Sneetch with 
PhD, five years of experience & 93% score on qualifying test.)

• Problems:
- May still result in “headline figures” that seem quite unfair.
- What does “similar samples” mean?

• Accuracy
- We still want something usable

• Delta: Accuracy – Discrimination
- Way to balance performance & fairness (though quite crude)
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GRAD:
GRADIENT REVERSAL

AGAINST DISCRIMINATION



NEURAL NETS & GRADIENT DESCENT
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NEURAL NETS & GRADIENT DESCENT
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GRAD
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• Neural network architecture with 
two sets of outputs
- Inspired by domain adaptation

• Several feature extraction layers 
(the “trunk”), followed by split into 
two “branches”:
- “Target branch” learns to predict 

target y
- “Attribute branch” learns to 

predict protected attribute ap
• Architecture agnostic:
- Target branch can be either an 

autoencoder (GRAD–Auto)
or a classifier/regressor 
(GRAD–Pred)

Feature Extraction 1

Target Branch 1 Attribute Branch 1

Attribute Branch 2Target Branch 2

Target Loss: ℓt(y)

Raw Input x

Attribute Loss: "·ℓp(ap)

Feature Extraction 2

Booz Allen Hamilton



GRAD
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Feature Extraction 1

Target Branch 1 Attribute Branch 1

Attribute Branch 2Target Branch 2

Target Loss: ℓt(y)

Raw Input x

"#ℓp(ap)
"$Att Branch 1

Attribute Loss: #·ℓp(ap)

Reverse 
Gradient

Feature Extraction 2

• Losses for both ℓt(y) and ℓp(ap) 
are calculated and gradients are 
used for weight updates as 
normal…

• Except: once propagated down the 
attribute branch, gradients are 
reversed (i.e. multiplied by -1) before 
being applied to the trunk.

• Effect:
- Network can still accurately 

predict target
- Network moves away from 

optima in predictions of ap
- Enforces ignorance of protected 

a0ribute

ℓ(y,ap) = ℓt(y) + #·lp(ap)
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GRADIENT DESCENT ASCENT
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GRAD–AUTO

• Target branch attempts to output 
representation of input (x) w/o 
sensitive feature (x̃).
- ap ∉ x̃

• New representation is less
biased version of input.
- Train other classifiers on output.

(e.g. Logistic Regression;
same approach as LFR & VFAE)

- Distribute data to others.

• Allows maximum flexibility.

ARCHITECTURE FLEXIBILITY

19This document is confidential and intended solely for the client to whom it is addressed.

`

auto(·) = kh
target

� exk2
2

` pred(·) = log (1 + exp (�y · htarget))

GRAD–PRED

• Target branch outputs discrete 
class or regression value directly.
- E.g. output creditworthiness.

• Allows greater task-specificity.



METHODS
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• Data sets (Zemel et al., 2013 / Edwards & Storkey, 2016)
- German Credit
- Adult Income
- Heritage Health
- Diabetes

• Comparison techniques:
- Baseline neural nets

(same architecture as GRAD-Pred & GRAD-Auto, but no Attribute Branch)
- LRF: Fair Logistic Regression (Kamishima et al., 2011)
- NBF: Fair Naive Bayes (Kamiran & Calders, 2009)
- FF: Fair Random Forests (Raff, Sylvester & Mills, 2018)
- LFR: Learning Fair Representations (Zemel et al., 2013)
- VFAE: Variation Fair Auto-Encoders (Louizos, 2016)
- ALFR: Adversarial Learned Fair Representations (Edwards & Storkey, 2016)



RESULTS

Results on the Heritage Health dataset. Best results in bold, second best in italics.

NN = standard neural nets; NBF = fair Naïve Bayes; FF=Fair Forests; LR = Logistic Regression; 
LRF = fair Logistic Regression; LFR = Learned Fair Representations; VFAE = Variational Fair 

Autoencoders. 
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Algorithm Acc Delta Discr Cons

NN-Auto 0.8506 0.7939 0.0567 0.9730

GRAD-Auto 0.8491 0.8491 0.0000 1.0000
NN-Pred 0.8440 0.7511 0.0929 0.9453

GRAD-Pred 0.8493 0.8486 0.0007 0.9999

NBF 0.6878 0.5678 0.1200 0.5893

FF 0.8474 0.8474 0.0000 1.0000
LR 0.7547 0.6482 0.1064 0.7233

LRF 0.7212 0.7038 0.0174 0.6223

LFR 0.7365 0.7365 0.0000 1.0000
VFAE 0.8490 0.8490 0.0000 —
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Algorithm Acc Delta Discr Cons

NN-Auto 0.8506 0.7939 0.0567 0.9730

GRAD-Auto 0.8491 0.8491 0.0000 1.0000
NN-Pred 0.8440 0.7511 0.0929 0.9453

GRAD-Pred 0.8493 0.8486 0.0007 0.9999

NBF 0.6878 0.5678 0.1200 0.5893

FF 0.8474 0.8474 0.0000 1.0000
LR 0.7547 0.6482 0.1064 0.7233

LRF 0.7212 0.7038 0.0174 0.6223

LFR 0.7365 0.7365 0.0000 1.0000
VFAE 0.8490 0.8490 0.0000 —

• GRAD is typically best or 2nd

best in each metric

• Competitive with prior methods 
in all metrics

• Both GRAD–Auto & GRAD–
Pred reliably produce very high 
Consistency scores

- One of the two is always the 
best in Consistency

• Capable of achieving 
Discrimination=0.00 & 
Consistency=1.00



RESULTS: MULTIPLE ATTRIBUTES
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• ∃ 11 federal protected classes in the US

• What if >1 occurs in the dataset?
- Not a hypothetical question

• No prior work has rigorously examined protecting multiple attributes.

• Protecting one attribute causes decreased fairness w.r.t. the other:

Need to explicitly protect both at once.

Booz Allen Hamilton

specified feature construction used in Edwards and Storkey
[5].

Considering just our GRAD approach, we do see that it
continues to successfully reduce Discrimination and increase
Consistency in all cases. This makes GRAD successful in its
goal of improving the fairness of the naive neural networks.

B. Multiple Protected Attributes
In all but one prior works that we are aware of, it is assumed

that there is only one attribute that needs to be protected. This
is, however, a myopic view of the world. All of the protected
attributes that have been tested individually in this work, like
age, race and gender, may co-occur and interact with each other
in a single corpus. (Why would one need to protect age when
predicting credit score, and gender when predicting income,
but not vice versa? Yet this is exactly the ) We show this
interaction between potentially protected attributes in Table III
using the Diabetes dataset, which has both Race and Gender
as features in the corpus. In this case GRAD-Pred and GRAD-
Auto are protecting Race and Gender attributes. GRAD-Pred-R
shows the results for protecting only Race, and GRAD-Pred-G
shows for only protecting Gender. GRAD-Auto follows the
same convention.

Since Discrimination is computed with respect to specific
attributes, in the table we show the discrimination scores with
respect to both of the protected attributes. Since we have two
protected attributes a

p

1 and a

p

2 , we compute Delta = Accuracy
�( Discrimination(a

p

1 ) + Discrimination(a
p

2 ) )/2. In doing so,
we can see that when two protected variables are present, the
GRAD approach is able to reduce Discrimination and increase
Delta for both the Auto-encoder and the standard softmax
predictive network. GRAD-Pred also continues to increase the
Consistency with respect to the naive neural network.

Comparing GRAD-Pred with GRAD-Pred-R and GRAD-
Pred-G is critical to show that protecting both attributes
simultaneously provides a significant benefit. On the Diabetes
dataset, we see the model increase its discrimination with
respect to Gender when only Race is protected. Similarly,
when we protect Gender, discrimination with respect to Race

TABLE II
ACCURACY, DELTA, DISCRIMINATION, AND CONSISTENCY FOR GRAD
AND PRIOR WORK ON THE DIABETES DATASET. BEST RESULTS IN BOLD,

SECOND BEST IN italics. ASTERISK (*) INDICATES RESULTS USING A
DIFFERENT FEATURE SET.

Algorithms Acc Delta Discrm Cons

NN-Auto 0.5735 0.5323 0.0412 0.6411
GRAD-Auto 0.5851 0.5848 0.0003 0.6404
NN-Pred 0.6286 0.5868 0.0418 0.6464
GRAD-Pred 0.5844 0.5824 0.0020 0.7538

FF 0.5390 0.5385 0.0005 0.9974
LFR* 0.6413 0.6271 0.0142 —
ALFR* 0.6537 0.6524 0.0013 —

TABLE III
ACCURACY, DELTA, DISCRIMINATION (WITH RESPECT TO RACE AND

GENDER), AND CONSISTENCY FOR OUR NEW METHOD ON THE DIABETES
DATASET. BEST RESULTS IN BOLD, SECOND BEST IN italics. LAST FOUR

ROWS SHOW GRAD MODELS WHEN ONLY RACE (R) OR GENDER (G) ARE
PROTECTED.

Discrimination

Algorithms Acc Delta Race Gender Cons

NN-Auto 0.5735 0.5392 0.0412 0.0275 0.6411
GRAD-Auto 0.5765 0.5723 0.0055 0.0030 0.6288
NN-Pred 0.6286 0.5848 0.0418 0.0458 0.6464
GRAD-Pred 0.5980 0.5949 0.0028 0.0034 0.7180

GRAD-Auto-R 0.5851 0.5749 0.0003 0.0201 0.6404
GRAD-Auto-G 0.5640 0.5143 0.0981 0.0013 0.6093
GRAD-Pred-R 0.5844 0.5478 0.0020 0.0713 0.7538
GRAD-Pred-G 0.5941 0.5526 0.0785 0.0045 0.6849

increases. Explicitly protecting both is the only safe way to
reduce discrimination on both.

The model shifting to leverage other protected features
is not surprising. In this case, race and gender are not
correlated features, so penalizing the use of one does not
directly penalize the other. When we penalize a feature which
provides information, the model must attempt to recover
discriminative information in other (potentially non-linear)
forms from the other features. Since the other protected attribute
is not correlated, the model takes no penalty when it increases
its use of that attribute. Thus the importance and utility of
GRAD to protect both simultaneously is established.

We also note that the penalty for protecting multiple
attributes is not necessarily higher than protecting a single
attribute. For the auto-encoding approach, GRAD-Auto obtains
nearly identical accuracy on the Diabetes corpus as just
NN-Auto, but with a considerably better Delta score and
reduced discrimination. If we needed a general purpose feature
representation to use for multiple tasks, the cost in this scenario
was minimal.

C. Robustness to �

We have discused so far that a benefit of the GRAD approach
is a simplicity in application due to the having only one
hyper-parameter �. We now show that this value � is largely
robust to the value used. In Figure 2 we plot the Accuracy,
Discrimination, and Consistency as a function of � for values
in the range [1, 2000].

The largest variation comes from the German dataset, though
Discrimination and Accuracy are have less variation for � �
50. The Consistency score instead has some variability. This
variation is not entirely unexpected given the small size of the
German dataset, which contains only n = 1000 samples total.
This is an un-ideal use case for neural networks in general
which have historically performed best when an abundance of
data is available.

The Adult and Health datasets are more representative of
the GRAD approach’s normal behavior. On the Adult dataset,

6



RESULTS: ROBUSTNESS TO LAMBDA
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• ! controls trade-off between goals of 
predicting y and not predicting ap

• Didn’t do any hyper-parameter search for !
• Used !=100 for all experiments

• Keeps things simple for practitioners

• Any values in [20,1000] would have been 
acceptable10
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Fig. 2. Plots show the performance of GRAD-Pred as a function of � on the x-axis (log scale). The y-axis shows Accuracy, Consistency (higher is better) and
Discrimination (lower is better). A dashed vertical black line shows the value � = 100 used in all experiments. Above each plot is the dataset used. All plots
share the same legend.

we see results stabilize after � � 10. The Health dataset looks
flat through the entire plot. This is not in fact the case, but the
variation is on the order of 10�3, making it indiscernible from
plotting.

GRAD’s performance on the Diabetes dataset is also
consistent, though has a slight change as � increases. For
one large range � 2 [1, 20], the Accuracy of GRAD-Pred is
slightly higher at ⇡ 62%, but Consistency somewhat lower
at ⇡ 0.70. The model then becomes progressively fairer and
stabilizing at � 2 [50, 2000] (which contains our default value
of � = 100) with an increased Consistency of ⇡ 0.75, but
slightly decreased accuracy of ⇡ 58%. This is all despite
negligible impacts to the Discrimination metric.

We believe this example highlights the importance of using
both Discrimination and Consistency in evaluating model
fairness. The GRAD approach penalizes any ability to predict
the protected attribute a

p

. In this case there was still some
sub-population discrimination with respect to a

p

when �  20.
If one looked only at Discrimination, one may erroneously
conclude that a smaller value of � was better due to comparable
Discrimination but improved Accuracy.

VI. DISCUSSION

We believe we have shown GRAD is competitive with
prior methods in all metrics of interest: Accuracy, Delta,
Discrimination, and Consistency. It is not uniformly superior
to current algorithms for building fair classifiers, however
comparison has been hindered due to incomplete reporting.

The GRAD approach does have the novel benefit that it can
be applied to any currently used neural network, and requires
no additional hyper-parameters in practice. Approaches like
LFR, VFA, and ALFR all constrain the user to a particular
network style and type, which may not be appropriate for any
particular problem. In contrast, GRAD is completely agnostic
to network architecture and could be immediately used with
CNNs and RNNs as well. As neural networks are applied
to larger and more diverse problems, we believe GRAD will
be faster to apply (since it does not require significant new
hyper-parameters) and easier to apply (since it does not force
the user into a particular architecture type).

A. Task Flexibility and Specificity
Another item of important, as mentioned in section II, is the

choice between an approach’s task specificity and flexibility.
GRAD-Auto allows us to satisfy flexibility, and GRAD-Pred
specificity. Allowing us to make a trade-off that others can
not perform. We can see the value in this from a quantitative
perspective in Table I, where GRAD-Pred has improved Delta,
Discrimination, and Consistency scores compared to GRAD-
Auto on the German and Adult datasets.

LFR and VFA are task flexible: they learn a single repre-
sentation that can be shared and potentially used for multiple
predictive tasks. Our results clearly show that despite lesser
performance, GRAD-Auto is still competitive with LFR and
VFA, though there is no definitive “best” approach by these
metrics. However, if greater accuracy is needed — using
LFR or VFA leaves no options but to re-optimize the hidden
representation and bias its hyper parameters toward a task-
specific goal. In actuality, this is how their training was done [3],
where GRAD-Auto had no hyper parameters tuned toward the
Delta, Discrimination, or Consistency metrics. In this regard
GRAD-Auto is better attuned to this flexibility scenario than
these prior approaches.

In regards to the auto-encoding approach, we draw the
reader’s attention to the fact that GRAD-Auto’s discrimination
is usually reduced dramatically by switching to GRAD-Pred,
yet is in-line with VFA and LFR’s Discrimination scores as
well. We hypothesis that this may be an intrinsic weakness of
the auto-encoding approach, as the auto-encoder must learn
to re-produce multiple features, any number of which may be
correlated with a

p

. Thus this increases the network’s incentive
to retain the feature as its value grows with the number of
correlated variables.

B. Protecting Multiple Attributes
Protecting multiple attributes simultaneously is an important

problem for future consideration, simply because there are
multiple attributes that are common place and must be protected
for ethical or legal reasons (such as race, gender, age, religious
identity, etc.) [1]. A naive approach to embed multiple attribute
protection within algorithms that protect only a single attribute
is to create a new dummy attribute that represents every possible
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we see results stabilize after � � 10. The Health dataset looks
flat through the entire plot. This is not in fact the case, but the
variation is on the order of 10�3, making it indiscernible from
plotting.

GRAD’s performance on the Diabetes dataset is also
consistent, though has a slight change as � increases. For
one large range � 2 [1, 20], the Accuracy of GRAD-Pred is
slightly higher at ⇡ 62%, but Consistency somewhat lower
at ⇡ 0.70. The model then becomes progressively fairer and
stabilizing at � 2 [50, 2000] (which contains our default value
of � = 100) with an increased Consistency of ⇡ 0.75, but
slightly decreased accuracy of ⇡ 58%. This is all despite
negligible impacts to the Discrimination metric.

We believe this example highlights the importance of using
both Discrimination and Consistency in evaluating model
fairness. The GRAD approach penalizes any ability to predict
the protected attribute a

p

. In this case there was still some
sub-population discrimination with respect to a

p

when �  20.
If one looked only at Discrimination, one may erroneously
conclude that a smaller value of � was better due to comparable
Discrimination but improved Accuracy.

VI. DISCUSSION

We believe we have shown GRAD is competitive with
prior methods in all metrics of interest: Accuracy, Delta,
Discrimination, and Consistency. It is not uniformly superior
to current algorithms for building fair classifiers, however
comparison has been hindered due to incomplete reporting.

The GRAD approach does have the novel benefit that it can
be applied to any currently used neural network, and requires
no additional hyper-parameters in practice. Approaches like
LFR, VFA, and ALFR all constrain the user to a particular
network style and type, which may not be appropriate for any
particular problem. In contrast, GRAD is completely agnostic
to network architecture and could be immediately used with
CNNs and RNNs as well. As neural networks are applied
to larger and more diverse problems, we believe GRAD will
be faster to apply (since it does not require significant new
hyper-parameters) and easier to apply (since it does not force
the user into a particular architecture type).

A. Task Flexibility and Specificity
Another item of important, as mentioned in section II, is the

choice between an approach’s task specificity and flexibility.
GRAD-Auto allows us to satisfy flexibility, and GRAD-Pred
specificity. Allowing us to make a trade-off that others can
not perform. We can see the value in this from a quantitative
perspective in Table I, where GRAD-Pred has improved Delta,
Discrimination, and Consistency scores compared to GRAD-
Auto on the German and Adult datasets.

LFR and VFA are task flexible: they learn a single repre-
sentation that can be shared and potentially used for multiple
predictive tasks. Our results clearly show that despite lesser
performance, GRAD-Auto is still competitive with LFR and
VFA, though there is no definitive “best” approach by these
metrics. However, if greater accuracy is needed — using
LFR or VFA leaves no options but to re-optimize the hidden
representation and bias its hyper parameters toward a task-
specific goal. In actuality, this is how their training was done [3],
where GRAD-Auto had no hyper parameters tuned toward the
Delta, Discrimination, or Consistency metrics. In this regard
GRAD-Auto is better attuned to this flexibility scenario than
these prior approaches.

In regards to the auto-encoding approach, we draw the
reader’s attention to the fact that GRAD-Auto’s discrimination
is usually reduced dramatically by switching to GRAD-Pred,
yet is in-line with VFA and LFR’s Discrimination scores as
well. We hypothesis that this may be an intrinsic weakness of
the auto-encoding approach, as the auto-encoder must learn
to re-produce multiple features, any number of which may be
correlated with a

p

. Thus this increases the network’s incentive
to retain the feature as its value grows with the number of
correlated variables.

B. Protecting Multiple Attributes
Protecting multiple attributes simultaneously is an important

problem for future consideration, simply because there are
multiple attributes that are common place and must be protected
for ethical or legal reasons (such as race, gender, age, religious
identity, etc.) [1]. A naive approach to embed multiple attribute
protection within algorithms that protect only a single attribute
is to create a new dummy attribute that represents every possible
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WHY SIMPLICITY MATTERS
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• AI is hard.
• AI practitioners have many competing demands.
• If Fair AI solutions are too difficult in practice, they won’t get built.
• Shipping is a feature:

A perfect solution that isn’t/can’t be implemented will never make the world more fair.

Current State
(zero fairness)

State-of-the-Art 
Solution

Simple-but-
suboptimal solution

Gets done & works
(pretty fair)

Gets done & works
(lots of fairness)

Doesn’t get done/work
(zero fairness)

A B

Booz Allen Hamilton



GRAD CONCLUSIONS
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• Simple to implement

• Requires only one (insensitive) hyper-parameter

• Applicable to any architecture:
- Autoencoders
- Direct predictive networks
- Allows trade-off between generality and specificity

• Competitive with other approaches

• The first neural network shown to protect multiple attributes concurrently
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